
	
 

Crafting Laplacian Eigenfunctions to the Data Science Task 
 

Alex Cloninger 
University of California, San Diego 

 
Wednesday, March 27, 2019 

EEB 132  
3:00 PM 

 
Abstract:  
We will discuss two topics related to the importance of selecting particular eigenfunctions of the 
graph Laplacian. First, we discuss the geometry of Laplacian eigenfunctions on compact manifolds 
and combinatorial graphs. We will use a notion of similarity between eigenfunctions that allows to 
reconstruct a dual geometry, which recovers classical duals in particular cases. We will focus on the 
applications of discovering such a dual geometry, namely in constructing anisotropic graph wavelet 
packets and anisotropic graph cuts. A second topic will be the relevance of selecting import 
eigenfunctions for two sample testing, namely kernel Maximum Mean Discrepancy. This creates a 
more powerful test than the classical MMD while still maintaining sensitivity to common departures. 
We examine this two-sample testing in several medical examples.  
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